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Beam commissioning is a key procedure to achieve high quality beam. Conventional “Monkey ump”tuning is
time-consuming and inefficient. Reinforcement learning (RL) can swiftly make decisions based on the current
system state and control requirements, providing an efficient control solution for accelerator systems.

High Intensity Proton Injector (HIPI) accelerator requires a rapid and effective control method to meet user
demands. To attain this aim, initially, a neural network-based surrogate model is created by collecting HIPI
operational data. Subsequently, an RL-based strategy, based on the surrogated model, is used to control the
components of HIPI after training on different initial states. Finally, the policy undergoes ten rounds of valida-
tion on HIPL The results consistently illustrate the strategy’s capacity to improve beam transmission efficiency
within minutes, showcasing the potential of RL in solving particle accelerator control challenges.
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